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Abstract

Vapnik et al. recently introduced a new learning paradigm called Learning Using Privileged Information (LUPI). In this paradigm, along with standard training data, the teacher provides the student privileged (additional) information, yet not available at test time. The paradigm is realized by implementation of SVM+ algorithm. In this report, we give the proof of the SVM+ algorithm and show implementation details in MATLAB quadratic programming (quadprog()) function provided by the optimization toolbox. This allows us to obtain a vector $\vec{x}$ that minimizes the quadratic function.

I. INTRODUCTION

Vapnik et al. recently introduced Learning Using Privileged Information (LUPI) paradigm that aims at improving the predictive performance of learning algorithms and reducing the amount of required training data [1], [2], [3]. The algorithmic realization of LUPI paradigm is named as SVM+ algorithm. SVM+ allows generating a function $f(\cdot)$ that is learned from both standard training data and privileged information but requires only standard training data to make predictions at test time. The privileged information available at training time is utilized to reduce the error measure on the prediction.

SVM+ algorithm has recently attracted a lot of attention in machine learning community and started using in a few research areas. Recently, Heng et al. [4] applied the paradigm to

facial feature detection where head poses or gender available only in training time; Sharmanska et al. [5] employed to the image classification by providing additional description of images in training time. Hernandez-Lobato et al. treated learning with privileged information paradigm under the Gaussian process classification (GPC) framework [6]. Finally, Lopez-Paz et al. generalized the idea of distillation [7] by using privileged information and presented applications in semisupervised, unsupervised and multitask learning case studies [8].

We describe the goal of LUPI paradigm as follows. We can formally split the feature space into two spaces at training time: given \( L \) standard vectors \( X^{\text{std}} = x_1, \ldots, x_L \) and \( L \) privileged vectors \( X^* = x_1^*, \ldots, x_L^* \) with a target class \( y = \{+1, -1\} \), where \( x_i \in \mathbb{R}^N \) and \( x_i^* \in \mathbb{R}^M \) for all \( i = 1, \ldots, L \). Then, the goal is finding the best function \( f \rightarrow x^{\text{std}} : y \) such that the expected loss is:

\[
R(\theta) = \int_{X^{\text{std}}} \int_{Y} L((x^{\text{std}}, \theta), y) p(x^{\text{std}}, x^*, y) dx^{\text{std}} dy
\]

where \( L(f(x, \theta), y) \) is the loss function and \( \theta \) is the parameters.

In this report, we give the proof of the SVM+ algorithm with two spaces in Section II and provide the implementation in MATLAB \texttt{quadprog()} function [9] in Section III.

II. FORMULATION OF SVM+ ALGORITHM WITH TWO SPACES

Given \( L \) standard vectors \( x_1, \ldots, x_L \) and \( L \) privileged vectors \( x_1^*, \ldots, x_L^* \) with a target class \( y = \{+1, -1\} \), where \( x_i \in \mathbb{R}^N \) and \( x_i^* \in \mathbb{R}^M \) for all \( i = 1, \ldots, L \). The kernels \( K(x_i, x_j) \) and \( K^*(x_i^*, x_j^*) \) are selected, along with positive parameters \( \kappa, \gamma \). The two-spaces SVM+ optimization problem is formulated as

\[
\begin{aligned}
&\sum_{i=1}^L \alpha_i - \frac{1}{2} \sum_{i,j=1}^L y_i y_j \alpha_i \alpha_j K(x_i, x_j) - \gamma \sum_{i,j=1}^L y_i y_j (\alpha_i - \delta_i)(\alpha_j - \delta_j)K^*(x_i^*, x_j^*) \rightarrow \max \\
&\sum_{i=1}^L \alpha_i y_i = 0, \quad \sum_{i=1}^L \delta_i y_i = 0 \\
&0 \leq \alpha_i \leq \kappa C_i, \quad 0 \leq \delta_i \leq C_i, \quad i = 1, \ldots, L
\end{aligned}
\]

(2)

The decision rule \( f \) for vector \( \vec{z} \) is as follows:

\[
f(\vec{z}) = \text{sign} \left( \sum_{i=1}^L y_i \alpha_i K(\vec{x}_i, \vec{z}) + B \right),
\]

(3)

where in order to compute \( B \) we first have to compute the Lagrangian of (2).
The Lagrangian of (2) has the form
\[
L(\beta, \lambda, \phi, \alpha_i, \mu_i, \nu_i, \beta) = \sum_{i=1}^{L} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{L} y_i y_j \alpha_i \alpha_j K(\bar{x}_i, \bar{x}_j) - \\
\frac{\gamma}{2} \sum_{i,j=1}^{L} y_i y_j (\alpha_i - \delta_i) (\alpha_j - \delta_j) K^*(\bar{x}_i, \bar{x}_j) + \\
\phi_1 \sum_{i=1}^{L} \alpha_i y_i + \phi_2 \sum_{i=1}^{L} \delta_i y_i + \sum_{i=1}^{L} \lambda_i \alpha_i + \sum_{i=1}^{L} \mu_i (\kappa C_i - \alpha_i) + \sum_{i=1}^{L} v_i \delta_i + \sum_{i=1}^{L} \rho_i (C_i - \delta_i)
\]

with Karush-Kuhn-Tucker (KKT) conditions (for each \(i = 1, \ldots, L\))
\[
\begin{align*}
\frac{\partial L}{\partial \alpha_i} &= -K(\bar{x}_i, \bar{x}_i) \alpha_i - \gamma K^* (\bar{x}_i, \bar{x}_i) \alpha_i + K^* (\bar{x}_i, \bar{x}_i) \gamma \delta_i - \sum_{k \neq i} K(\bar{x}_i, \bar{x}_k) y_i y_k \alpha_k - \\
&\quad \gamma \sum_{k \neq i} K^* (\bar{x}_i, \bar{x}_k) y_i y_k (\alpha_k - \delta_k)) + 1 + \phi_1 y_i + \lambda_i - \mu_i = 0 \\
\frac{\partial L}{\partial \delta_i} &= -K^* (\bar{x}_i, \bar{x}_i) \gamma \delta_i + K^* (\bar{x}_i, \bar{x}_i) \gamma \alpha_i + \sum_{k \neq i} K(\bar{x}_i, \bar{x}_k) y_i y_k \gamma (\alpha_k - \delta_k) + \phi_2 y_i + v_i - \rho_i = 0 \\
\lambda_i &\geq 0, \quad \mu_i \geq 0, \quad v_i \geq 0, \quad \rho_i \geq 0, \\
\lambda_i \alpha_i &= 0, \quad \mu_i (C_i - \alpha_i) = 0, \quad v_i \delta_i = 0, \quad \rho_i (C_i - \delta_i) = 0 \\
\sum_{i=1}^{L} \alpha_i y_i &= 0, \quad \sum_{i=1}^{L} \delta_i y_i = 0
\end{align*}
\] (5)

We denote
\[
F_i = \sum_{k=1}^{L} K(\bar{x}_i, \bar{x}_k) y_k \alpha_k, \quad f_i = \sum_{k=1}^{L} K^* (\bar{x}_i, \bar{x}_k) y_k (\alpha_k - \delta_k) \quad i = 1, \ldots, L
\] (6)
and rewrite (5) in the form
\[
\begin{align*}
\frac{\partial L}{\partial \alpha_i} &= -y_i F_i - \gamma y_i f_i + 1 + \phi_1 y_i + \lambda_i - \mu_i = 0 \\
\frac{\partial L}{\partial \delta_i} &= \gamma y_i f_i + \phi_2 y_i + v_i - \rho_i = 0 \\
\lambda_i &\geq 0, \quad \mu_i \geq 0, \quad v_i \geq 0, \quad \rho_i \geq 0, \\
\lambda_i \alpha_i &= 0, \quad \mu_i (C_i - \alpha_i) = 0, \quad v_i \delta_i = 0, \quad \rho_i (C_i - \delta_i) = 0 \\
\sum_{i=1}^{L} \alpha_i y_i &= 0, \quad \sum_{i=1}^{L} \delta_i y_i = 0
\end{align*}
\] (7)
The first equation in (7) implies

$$\phi_1 = -y_j(1 - y_j F_j - \gamma y_j f_j + \lambda_j - \mu_j)$$

(8)

for all $j$. If $j$ is selected such that $0 < \alpha_j < \kappa C_j$ and $0 < \delta_j < C_j$, then (7) implies $\lambda_j = \mu_j = \nu_j = \rho_j = 0$ and (8) has the form

$$\phi_1 = -y_j(1 - y_j F_j - \gamma y_j f_j) = -y_j \left(1 - \sum_{i=1}^L y_i y_j K(\vec{x}_i, \vec{x}_j) (\alpha_i) - \gamma \sum_{i=1}^L y_i y_j K^* (\vec{x}_i^*, \vec{x}_j^*) (\alpha_i - \delta_i)\right)$$

(9)

Therefore, $B$ is computed as

$$B = -\phi_1:

B = y_j \left(1 - \sum_{i=1}^L y_i y_j K(\vec{x}_i, \vec{x}_j) (\alpha_i) - \gamma \sum_{i=1}^L y_i y_j K^* (\vec{x}_i^*, \vec{x}_j^*) (\alpha_i - \delta_i)\right)$$

(10)

where $j$ is such that $0 < \alpha_j < \kappa C_j$ and $0 < \delta_j < C_j$.

III. MATLAB QUADRATIC PROGRAMMING FOR SVM+ ALGORITHM WITH TWO SPACES

Matlab function `quadprog(H, f, A, b, Aeq, beq, lb, ub)` solves the quadratic programming (QP) problem in the form as follows:

$$\begin{cases}
\frac{1}{2} \bar{z}^T H \bar{z} + f^T \bar{z} \rightarrow \text{min} \\
A \cdot \bar{z} \leq \bar{b} \\
Aeq \cdot \bar{z} = beq \\
\bar{lb} \leq \bar{z} \leq \bar{ub}
\end{cases}$$

(11)

Here, $H, A, Aeq$ are matrices, and $\bar{f}, \bar{b}, \bar{beq}, \bar{lb}, \bar{ub}$ are vectors.

where $\bar{z} = (\alpha_1, \ldots, \alpha_L, \delta_1, \ldots, \delta_L) \in \mathbb{R}^{2L}$. We now rewrite (2) in the form (11).

The first line of (11) corresponds to the first line of (2) when written as

$$\frac{1}{2} \bar{z}^T H \bar{z} + f^T \bar{z} \rightarrow \text{min}$$

where

$$f = (-1_1, -1_2, \ldots, -1_L, 0_{L+1}, \ldots, 0_{2L})$$

and

$$H_{ij} = \begin{pmatrix} H^{11} & H^{12} \\ H^{12} & H^{22} \end{pmatrix}$$
where, for each pair $i, j = 1, \ldots, L$,

$$H_{ij}^{11} = K(\bar{x}_i, \bar{x}_j) y_i y_j + \gamma K^*(\bar{x}_i, \bar{x}_j) y_i y_j, \quad H_{ij}^{12} = -\gamma K^*(\bar{x}_i, \bar{x}_j) y_i y_j, \quad H_{ij}^{22} = +\gamma K^*(\bar{x}_i, \bar{x}_j) y_i y_j.$$

The second line of (11) is absent.

The third line of (11) corresponds to the second line of (2) when written as

$$Aeq \cdot \bar{z} = \bar{b}eq$$

where

$$Aeq = \begin{pmatrix} y_1 & y_2 & \cdots & y_L & 0 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 & y_1 & y_2 & \cdots & y_L \end{pmatrix}, \quad beq = \begin{pmatrix} 0 \\ 0 \end{pmatrix}$$

The fourth line of (11) corresponds to the third line of (2) when written as

$$\bar{lb} \leq \bar{z} \leq \bar{ub}$$

where

$$\bar{lb} = (0, 0, \ldots, 0, L, 0, L+1, \ldots, 0, 2L), \quad \bar{ub} = (\kappa C_1, \kappa C_2, \ldots, \kappa C_L, C_1, C_2, \ldots, C_L)$$

After all variables of quadprog$(H, \bar{f}, A, \bar{b}, Aeq, beq, \bar{lb}, \bar{ub})$ are defined as above, optimization toolbox guide [9] can be used to select quadprog() function options such as an optimization algorithm. Then, output of the function can be used in decision rule $f$ for a new sample $\bar{z}$ to make predictions as presented in (3) as follows:

$$f(\bar{z}) = \text{sign} \left( \sum_{i=1}^{L} y_i \alpha_i K(\bar{x}_i, \bar{z}) + B \right) \quad (12)$$

IV. CONCLUSION

In this report, we give the proof of SVM+ algorithm and describe the implementation in MATLAB quadprog() function. Given standard training data and privileged information along with the selected kernel and parameters, the function returns the value of the objective function that can be used to make predictions on unseen samples by using standard training data.
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