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Abstract—Software diversity is a well-accepted security principle for active cyber defense against the spread of Internet worms and other malicious attacks. In recent years, various software assignment techniques have been designed to introduce heterogeneity into network hosts for the maximum network survivability. However, few work consider practical constraints involved in the software assignment process. To close such a gap, in this work we model the software assignment problem as a multi-objective optimization problem, which incorporates several real-world criteria simultaneously, including network survivability, system feasibility and usability. To solve this multi-objective problem efficiently, we propose an ant colony optimization (ACO) based algorithm, where colonies of artificial ants work collaboratively through both heuristic information and pheromone-mediated communication to iteratively search for better solutions. To validate the generalizability of the proposed method, we experiment our algorithm on various types of network topologies with different parameter settings. The results show that our model can be applied as an effective method for assigning software for multiple objectives. The experimental results also provide interesting insights for optimal software assignment.

I. INTRODUCTION

The use of software diversity has been recognized as an effective defense against virus and network attacks. To break up software monoculture, many different software assignment approaches have been proposed to introduce diversity for creating a heterogeneous environment. By allocating different software packages over the network in an intelligent way, those methods are able to increase the difficulty for an attacker to construct a spreading malware that exploits common vulnerabilities in the software [1]. Most software assignment works only have the single objective of maximum network survivability [2] [3]. However, in real world applications, security is not the only decision factor.

The practical software assignment problem may have various concerns and criteria other than security, such as feasibility of the system, user’s satisfaction, etc. The transition from single-objective to multi-objective software assignment introduces great challenges, as multiple objectives might be incoherent or conflicting with each other. The interaction of different objectives gives rise to a set of solutions with different trade-offs, known as Pareto solutions. The previously proposed methods on software assignment work well on finding the “best” answer, but they are inapplicable when no single best solution exists.

This paper copes with the software assignment problem from a practical point of view. Specifically, we propose three important objectives that should be considered while assigning software to computers within a network, including: 1) maximizing network survivability; 2) maximizing system feasibility; and 3) maximizing usability of software. All three objectives are represented with corresponding objective functions in our model. We further present an Ant Colony Optimization (ACO) based algorithm to optimize the multi-objective software assignment problem. Rather than finding the single optimal solution that is best with respect to all the objectives, we show that it is possible to identify a set of solutions that are considered equally optimal for our software assignment problem. The proposed algorithm constructs probabilistic decisions on software choices for each host in the network, and thus provides sufficient flexibility and options in order to meet different needs and preferences.

The contributions of our work are summarized below. First, this work explores the scope of software diversity and the need for practical guidelines on constructing diverse software environments. Specifically, we model three software assignment criteria, and to our knowledge, it is the first model that considers software assignment problem from both the system and user’s perspectives. Second, we propose an ACO algorithm to solve the multi-objective software assignment problem, in which the assignment choices are made probabilistically, depending on a combination of the heuristic factor (i.e., local evaluation of the decision in terms of the objectives) and pheromone information (i.e., the learnt desirability of decisions). This method helps in designing schemes for achieving multiple objectives simultaneously and provides a guideline for assigning software with flexibility. Finally, we conduct a comprehensive set of numerical experiments and provide some useful insights.
II. RELATED WORK

A. Software Diversity

Many studies have been proposed to break up software monoculture in networked computer systems. Forrest et al. [4] [5] applied notions from biologic systems to computer security and promoted the general philosophy of system security using diversity. They presented the potential risks of software uniformity and also claimed that the security and robustness of a system can be enhanced through the deliberate introduction of diversity. Caballero et al. [6] exploited the existing diversity in router technology to design a network topology that has a diverse routing infrastructure. They explored the impact of different levels of diversity by converting the problem into a graph coloring task, and showed that well designed topology actually increased the global robustness of the infrastructure. Another work that leveraged natural diversity of software packages is done by [1]. They investigated several algorithms to increase the global diversity in a network. They modeled the diversification of distributed machines as a graph coloring problem and compared different algorithms according to their tolerance to attacks. Another work on software assignment was proposed by [2]. They highlighted the similar idea and presented an efficient algorithm for assigning different versions of software programs that effectively restrained worm propagation. Gorbenko et al. [8] also presented an approach which utilized the natural diversity of the off-the-shelf software components in the cloud (such as operating system, web server, database management system and application server) in order to build an intrusion avoidance architecture. In [3], Huang et al. proposed a software assignment approach based on graph multi-coloring algorithm. They abstracted the network as a graph and software as colors, and assigned software in a way that isolates worm-like attacks within a small cluster consisting of machines that run the same vulnerable software. This method, however, only addresses the single objective case.

Another category of the diversity-inspired approaches were based on some forms of obfuscation/randomization. Such techniques are able to create diversity of executions for application programs, including diverse performances, diverse outputs, diverse memory locations, etc. One of the works on randomization was done by Cohen [9], in which the author suggested the use of code transformation to protect operating systems from attacks or viruses. Forrest et al. [4] also noticed the advantages of diversity and proposed the use of variance-enhancing techniques such as adding or deleting non-functional code into a program, as well as reordering the basic blocks of a program in order to introduce diversity into the applications. The concept of instruction set randomization has been proposed later [10] [11], which created a unique mapping between artificial and real CPU instructions. Bathkar et al. [12] [13] proposed an approach to mitigate memory error exploits based on three kinds of randomization transformation techniques including randomization of the base addresses and libraries memory regions, permutation of the order of variables and routines, and the randomization of gaps between objects.

B. Ant Colony Optimization (ACO)

The very first ACO algorithm is a meta-heuristic approach proposed in [14], which is inspired by ants foraging behavior. At the core of this behavior is the ants’ communication by using a chemical substance, called pheromone, which allows them to cooperate in finding the shortest path between their nests and food source. This approach was originally developed to solve the Traveling Salesman Problem (TSP) [15]. Many studies have also applied ACO to solve NP-hard discrete and continuous optimization problems, such as flow shop scheduling problem [16], vehicle routing, quadratic assignment problems, and graph coloring [17]. It is one of the most recent techniques for approximate optimization. Many variants of the basic principle of ACO have been proposed in literatures. An improving ACO algorithm was presented by Max-Min Ant System (MMAS) [18]. In this approach, only the current best solution in each iteration can contribute to pheromone deposition. Therefore, poor-quality solution will not be carried forward to the next iteration.

III. PROBLEM FORMULATION

In order to illustrate the software assignment problem more clearly, we abstract a network as an undirected graph and present the following model to formalize our idea.

A. System Model

Definition 1 (Weighted Communication Graph) A weighted communication graph (WCG) is a weighted undirected graph \( G = (V, E, W) \), where \( V = \{v_1, v_2, \ldots, v_n\} \) represents a set of machines in the network, \( E = \{e_1, e_2, \ldots, e_m\} \) represents the communication links (e.g., in network layer or application layer) between two nodes, and the weight vector \( W = \{w_1, w_2, \ldots, w_n\} \) denotes the size for each vertex, which equals to the number of software to be installed on each node. Example WCGs include data center server farms, intranet, enterprise social networks, wireless sensor networks of different network topologies.

We use a vector \( S = \{s_1, s_2, \ldots, s_k\} \) to denote \( k \) unique pieces of software. The task of software assignment is to assign a set of software \( x(v_i) \subseteq S \) to every node \( v_i \) of \( G \), where \( |x(v_i)| = w_i \). The number of software to be installed can be estimated according to machine’s functionality.

A perfect software assignment should guarantee all adjacent nodes in a WCG to be installed with different software packages in order to control the propagation of attacks such as worms through the network structure. In practice, however, due to the limited number of available software and particular system functional constraints, defective edges are induced. A defective edge is a communication link between two nodes with common software package, whereas an immune edge connects two nodes with different software. An edge in the WCG is either defective or immune. A worm-like attack can spread from one node to another if there is a defective edge.
in between. Based on the above definitions, we further define the concept of common vulnerability graph.

**Definition 2 (Common Vulnerability Graph)** A common vulnerability graph (CVG), \(G_s(V_s, E_s)\), is a subgraph of WCG, where all nodes \(v \in V_s\) are installed with the same software (hence every \(e \in E_s\) is a defective edge) while all the entry and exit edges of \(G_s\) are immune edges.

In practical cases, each type of software \(s_i\) forms more than one CVG. The size of the maximum CVG \(n_{\text{max},i} = |V_s|\) reflects the worst case scenario if the vulnerability resides in software \(s_i\) is successfully exploited.

**B. Formulation of Objectives**

**Objective 1: Maximizing Survivability**

The way we improve network survivability is by minimizing attack severity. Severity is defined in terms of the potential damage caused by a vulnerable software. In general, the severity of a software is related to two factors: 1) the maximum number of connected nodes installed with the same software; 2) the severity level of the vulnerability residing in software \(s_i\). It can be formulated as below:

\[
SV_{s_i} = n_{\text{max},i} \cdot sl_{s_i} \quad (1)
\]

where \(n_{\text{max},i}\) signifies the largest size of the connected machines that are all installed with software \(s_i\), and \(sl_{s_i}\) indicates the severity level of the vulnerability residing in software \(s_i\). To minimize the severity, we need to control the highest potential risk by a single software vulnerability. The objective function can be formulated as:

\[
\text{Minimize} \quad SV = \max \left[ n_{\text{max},1} \cdot sl_{s_1}, n_{\text{max},2} \cdot sl_{s_2}, \ldots, n_{\text{max},i} \cdot sl_{s_i} \right] \quad (2)
\]

**Objective 2: Maximizing Feasibility**

Feasibility is defined as the degree to which the software assignment satisfies a set of functionality rules. Given that some constraints are more critical than the others, we propose two different types: hard constraint and soft constraint. A hard constraint is one that must be satisfied at all times. One example of hard constraints is the requirement for software installation—software that are incompatible with each other should not be installed together, or otherwise they will make the system easy to crash. A soft constraint is a rule that it is desirable, but not mandatory, to satisfy. Compared with the hard constraints, the soft ones can be relaxed when necessary.

Since the hard constraints are mandatory requirements and can never be violated, in order to maximize the system feasibility, we need to minimize the total violation of soft constraints as much as possible. Here we introduce a measurement called total penalty score \(P\) to quantify the overall cost of soft constraint violations. A good assigning solution should well accommodate the soft constraints, thus, our second objective is to minimize the total penalty score \(P\), as listed below:

\[
\text{Minimize} \quad P = \sum_{i=1}^{n} \sum_{k=1}^{r} p_{ik} \cdot d_{ik} \quad (3)
\]

where \(p_{ik}\) denotes the penalty score if the soft constraint \(k\) is violated on computer \(i\). \(d_{ik} = \begin{cases} 0 & \text{if soft constraint } k \text{ on computer } i \text{ is not violated} \\ 1 & \text{if soft constraint } k \text{ on computer } i \text{ is violated} \end{cases}\)

\(\) is an indicating function that specifies which constraint is violated. In the rest of paper, the terms of constraint and its violation only refer to soft constraint.

**Objective 3: Maximizing Usability**

Usability is defined as “the extent to which a product can be used by users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use” [19]. In our case of study, usability measures the degree to which a user is satisfied with a particular software assignment. Compared with the above two objectives, usability is relatively hard to evaluate since it can not be directly measured. While various metrics and models have been proposed to measure software usability, here we use the System Usability Scale (SUS) as an example to illustrate how to measure usability of a software assignment. SUS [20] is technology-independent scale for usability and has been tested on hardware, software, websites, etc. The standard questionnaire of SUS contains 10 items and asked the users to rate those items on a 5 points likert scale (from strongly agree to strongly disagree). A higher SUS score indicates better usability. Sample items in SUS include (The design of the questionnaire is out of scope of this paper but can be reviewed at [20]):

- I found the software unnecessarily complex.
- I thought the software was easy to use.
- I think that I would need the support of a technical person to be able to use this software.
- I found the various functions in this software were well integrated.

To quantitatively represent the overall usability of software assignment, we can collect SUS score \(u\) of every available software \(j\) from the corresponding user of computer(node) \(i\) and calculate the global usability score \(U\) by just taking the sum of all the rating scores of the software for every user/node. Thus the third objective is to maximize the overall usability score \(U\). Assuming there are \(n\) computers and \(k\) available software, we have:

\[
\text{Maximize} \quad U = \sum_{i=1}^{n} \sum_{j=1}^{k} u_{ij} \quad (4)
\]

**IV. ANT COLONY OPTIMIZATION**

**A. Finding the Pareto Optimal Solutions**

In general, the multi-objective version of our problem is much more difficult to solve than a single-objective one as the goals presented in a multi-objective optimization problem may be conflicting. For example, installing user-friendly software on a particular computer increases the overall usability of an assignment. However, it may violate certain security policy and decrease the survivability of the network. Finding the best solution for a multi-objective problem while satisfying all objectives simultaneously is often impossible.
Indeed, in a multi-objective setting, assignment solutions often cannot be simply compared with each other—solutions that are considered best in terms of one objective but worse in other objectives. Such solutions are called Pareto optimal solutions (or non-dominated solutions) [21]. A solution is Pareto-optimum when there are no other solutions that dominate it. The dominance relation can be defined as: given any two solutions \( S_1 \) and \( S_2 \), \( S_1 \) is said to dominate \( S_2 \), if both the following conditions are true (1) the solution \( S_1 \) is no worse than \( S_2 \left( f(S_1) \leq f(S_2) \right) \) for all objectives; (2) \( S_1 \) is strictly better than \( S_2 \left( f(S_1) \succ f(S_2) \right) \) in at least one objective. If any of the above condition is violated, the solution \( S_1 \) does not dominate the solution \( S_2 \). If \( S_1 \) dominates \( S_2 \), then \( S_1 \) is the non-dominated solution. This concept can be extended to identify a non-dominated set of solutions from a set of solutions.

Given a non-dominated solution, no improvement is possible in any objective without sacrificing at least one of the other objectives. Hence, non-dominated solutions are considered equally good without preferences of the objectives. For our problem, instead of finding a single best solution that satisfies all the objectives simultaneously, the ultimate goal becomes to identify the Pareto optimal set that contains all non-dominated solutions to the problem. However, finding a complete Pareto optimum set of solutions is not easy. When mapping to a graph multi-coloring problem, even the single-objective software assignment problem becomes NP-hard hard[3]. Hence, in this study we present an Ant Colony Optimization (ACO) based algorithm to solve the multi-objective software assignment problem, in order to obtain the Pareto optimal solutions efficiently. Since the determination of a complete Pareto optimal set can be very difficult due to the computational complexity, here we aim to identify the approximate Pareto set.

B. Ant Colony Strategy

The ACO algorithm was first proposed by Dorigo [22], which is inspired by the foraging behavior of real ants in the wild. When ants search for food, they mark their trails with pheromone, as a way to communicate with each other. The pheromone on the path will guide other ants to the food source. Suppose there are two possible paths, the probability that an ant selects one path over the other is then based on the pheromone level of that path. Ants prefer to follow the path with stronger pheromone. Paths that are more frequently traveled become more attractive and will be used more often by the following ants. As the pheromone evaporates over time, less desirable paths become much more difficult to be detected, which further decreases their usefulness.

The foraging behavior of ants finding foods can be described in a more computational way as a multi-agent solution to a shortest-path optimization problem. In the ant algorithm, each artificial ant is considered as a computational agent and multiple ants work cooperatively in exploring the solution space for optimality.

ACO algorithms are essentially construction algorithms: every ant in the algorithm generates a complete solution starting from a null one and adding solution elements step by step. The element of a solution is a particular move of the ant, which has associated two kinds of information that guide the moving of artificial ants:

1. **Heuristic information**: a measure of the heuristic preference for a move. This information, which is known as priori knowledge to the algorithm, is specific to the problem. For example, when considering the goal of maximizing survivability in the software assignment case, heuristic information can be measured as the increased severity caused by assigning a specific software to a given node.

2. **Pheromone trail**: a measurement of the accumulative pheromone deposition for a move. This information is the posteriori knowledge of the algorithm. It is the “so far” learned preference and can be modified during the algorithm’s run.

To generate Pareto solutions to the software assignment problem, the algorithm works in an iterative fashion by successively replacing the current obtained non-dominated solutions by better non-dominated solutions. In each iteration, a group of assignment solutions are generated by a colony of ants. This group of solutions, along with the non-dominated ones from previous iterations, are compared against each other by which a new set of non-dominated solutions can be identified. The process repeats until the termination criterion is satisfied.

V. OUR ALGORITHM FOR SOFTWARE ASSIGNMENT

Generally, any ant algorithm must specify the following elements: 1) Construction of the solutions; 2) Heuristic information; 3) Pheromone updating rules; 4) Selection probability; 5) Termination condition. Specific implementations of these elements result in distinct ant algorithms. Below we describe our methods for substantializing these elements in our problem setting.

A. Algorithm Description

**Construction of the Solutions**: As we have mentioned, a move of the artificial ant on the graph is considered as an element of the solution. We denote a move by \( m = (s_i, v_j) \), representing that an ant moves from somewhere to a vertex \( v_j \) and assigns \( v_j \) a software \( s_i \). Figure 1 shows a solution construction process by consecutive moves of an ant. By moving from vertex to vertex on the graph, the assignment solution can be built incrementally. More specifically, a move actually consists two sub-actions: 1) move to a vertex, 2) assign software on that vertex. Hence two decisions have to be made at each move: the choice of the next vertex to move toward and the choice of the software to assign. In this algorithm, the selection of the next vertex to move is performed based on a pre-defined procedure, whereas the choice of the software for it is made probabilistically, depending on a combination of the heuristic information and pheromone information.

Assume that we maintain a candidate list of nodes that are available to be colored. Initially, the candidate list contains all the nodes whose degree are non-zero. We adopt the recursive largest first (RLF) principle to choose vertex at each step, in which vertices are ordered based on their current degrees, and the one with the current maximum degree is then picked for coloring. Here we re-define the concept of degree of a vertex...
In the implementations of ant algorithms, an ant chooses a move to go (i.e., assign software $s_j$ to vertex $v_i$) based on a probabilistic decision rule that rationally combines two factors: the desirability/attraction of that move $\eta_{ij}$ (heuristic) and the quantity of pheromone information $\tau_{ij}$ (pheromone). There are different methods in literatures to combine these factors. We have modified the method proposed in [23] to calculate the probability.
the software assignment problem. It starts by generating the maximum number of iterations (an algorithm parameter). The algorithm stops if the current non-dominated solutions have not been improved for the last iteration or the number of iterations meets the maximum number of iterations (an algorithm parameter).

**Termination Condition:** The solutions of each iteration are recorded and compared to previously obtained non-dominated solutions, so as to update the current Pareto set. The algorithm stops if the current non-dominated solutions have not been improved for the last iteration or the number of iterations meets the maximum number of iterations (an algorithm parameter).

### B. Stepwise Procedure of the Algorithm

Our proposed algorithm uses multiple colonies to solve the software assignment problem. It starts by generating \( \text{Max}\_\text{Iter} \) ant colonies, each consisting of \( n\text{Ants} \) ants. The colonies are used one after another to move through the network. For each colony, each ant moves through nodes one after another following the RLF strategy, choosing an appropriate software to each node based on the probability decision rule represented by Eq. (11). By moving from node to node, all nodes can be completely assigned by that ant, and the assignment result represents a solution. The quality of this solution is then evaluated in terms of the three objective functions given by Eqs. (2), (3) and (4) and compared against each other in order to identify non-dominated solutions of the colony (not the entire problem). Ants that generate the non-dominated solutions of the colony are allowed to deposit pheromone increments to the pheromone matrices according to Eqs. (8), (9) and (10). In addition, before the next colony of ants start their explorations, a uniform evaporation rate is applied across elements in three pheromone matrices, The next colony then use the updated pheromone matrices to tour the network. This process repeats until the last colony has completed the coloring process and the current Pareto set generated is taken as the final solutions.

#### Initialize
1. Set values of parameters \( \alpha, \beta, \rho, n\text{Ants} \) and \( \text{Max}\_\text{Iter} \)
2. Initialize the pheromone matrices
3. for \( k = 1 \) to \( \text{Max}\_\text{Iter} \)
   4. for \( i = 1 \) to \( n\text{Ants} \)
      4.1 Select a vertex to color based on RLF rule
      4.2 Calculate the desirability of all possible colors for all objective functions
      4.3 Calculate the probability of all possible color by combining desirability and pheromone information from PMs
      4.4 Assign the most promising color
      4.5 Go to Step 4.1 until current ant builds a complete solution

#### Evaluation
5. Calculate objective function corresponded to the constructed solutions

6. Compare the constructed solution with other solutions to determine if it is non-dominated solution

7. Compare all solutions of all \( n\text{Ants} \) ants which are marked as non-dominated and identify final non-dominate solutions

8. Update the pheromone quantity in all PMs

9. If total iteration < \( \text{max}_\text{Iter} \) go to step 3 otherwise stop

### C. The Case of Parallelization of ACO

Above we assume that the ants in the proposed ACO algorithm work sequentially, but the algorithm is particularly amenable to parallelization. The parallel version of the ACO algorithm can be implemented to improve efficiency and speed up convergence. Two wide categories of parallelization exist: fine-grained strategies [24] and coarse-grained strategies [25].

In the fine-grained model, each ant runs in a dedicated processor. This strategy requires much communication between processes for exchanging and synchronizing data and thus is suitable for massively parallel systems with a specific high speed topology. In the coarse-grained model, sub-colonies of ants (in the extreme case a whole colony) run on a single processor and the information exchange among those processors is done at every certain numbers of iterations. Hence, this strategy generates much less communication overhead. One can choose either one of these strategies to adjust the degree of parallelization and implement this algorithm in a distributed environment based on available computational resources and specific time requirement.

### VI. EXPERIMENTAL ANALYSIS

In this section, computational experiments are carried out to test the performance of the ACO-based software assignment method.

#### A. Experiment Setup

We have studied the experimental performance of our algorithm on three common network models, including the random network, the scale-free network and small-world network. The choice for these particular models of networks was justified by their proliferation in real-world. Each type of network graphs has 200 nodes and the average degree equals to 4, a scale that corresponds to a medium-sized organization.

In the experiments, we assumed that there were 10 different types of software packages available; each performed a distinct functionality (e.g., word processing, web browser, etc.). Within each type of software, there were also 4 different versions (e.g., Firefox, Chrome, IE and Opera in the web browser category). So, in our settings, a total of 40 different software packages were available for allocations. To simulate the penalty scores, we randomly selected 30 combinations from the 40 available software and set them as the feasibility constraints. For each constraint, a penalty score ranges from 1 to 9 was assigned. For the measurement of usability in our experiment, we used the SUS score ranging from 1 to 5 for

\[
P_{ij} = \frac{\sum_{\lambda \in \lambda_{ij}} [(\tau_{ij}^{S})^{\lambda_1}(\tau_{ij}^{P})^{\lambda_2}[(\tau_{ij}^{U})^{\lambda_3}]^{\alpha}[(\eta_{ij}^{S})^{\lambda_1}(\eta_{ij}^{P})^{\lambda_2}[(\eta_{ij}^{U})^{\lambda_3}]^{\beta}}\end{equation}
### B. Performance of the Algorithm on Various Graphs

The first set of experiments were conducted to test the performance of our algorithm on three types of graphs, aiming to find if the proposed algorithm works in various settings, if and how quickly the algorithm converges. For each network topology, we created a separate graph, with the y-axis indicating the score derived from the corresponding objective function and x-axis the number of iterations.

As can be seen from Figure 2, for all three graphs, after the number of iteration reaches 80, the lines become steady. This indicates that our proposed algorithm achieves stable convergence at around the 80th colony for all three types of network structures. We measured the stability of the algorithm’s convergence behavior because it is one of the most important aspects of the ACO-based method. The convergence behavior of the algorithm indicates that the obtained result is a consequence of the collective intelligence of ants rather than wandering of a lucky ant.

From a further look at Figure 2, we also notice that there is a quite big improvement of solutions at the initial stage of the process. However, as the number of iterations goes up, the improvement gradually slows down, which indicates that, as the evolution becomes mature, the results turn out to be more stable. We see that only small improvements can be achieved after the 80th iteration. It shows that the ant colony evolved to consensus objectives before the threshold maximum number of iterations is reached.

### C. Effect of Parameters

In our second experiment, we test our algorithm with different parameter settings. Especially, we wanted to know i) how the ant’s tendency of looking for a software option with high concentration of pheromone ($\alpha$), and ii) how its tendency of choosing a software option to meet the predefined objectives ($\beta$), would affect the performance of the proposed algorithm. To determine the best values of $\alpha$ and $\beta$, we performed numerous simulations and noticed that the numerical relationship (greater than, less than or equal to) of $\alpha$ and $\beta$ does affect the performance of our ACO based algorithm. So we want to determine whether $\alpha$ should be greater, equal or smaller than $\beta$. In this experiment, we only emphasize the test combinations in which the value set of $\alpha$ and $\beta$ range from 1 to 2.

Figure 3 shows the results when $\alpha > \beta(\alpha = 2, \beta = 1)$, $\alpha = \beta(\alpha = 2, \beta = 2)$ and $\alpha < \beta(\alpha = 1, \beta = 2)$, respectively. From the figure, we can see that better results are achieved when $\alpha > \beta$ in our experimental settings. This suggests that pheromone plays an important role in guiding the algorithm towards convergence, although heuristic information is also important in preventing the search process from falling into local minima.

### D. Performance on Solving Single Objective Problem

Since the multi-objective optimization problem is a more general form of the single objective one, our proposed method should also be effective in solving single-objective problems.

---

<table>
<thead>
<tr>
<th>Network Type</th>
<th>Performance</th>
<th>Number of Colonies</th>
</tr>
</thead>
<tbody>
<tr>
<td>random</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>small-world</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>scale-free</td>
<td>40</td>
<td>40</td>
</tr>
</tbody>
</table>

---
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Fig. 2. Performance of the algorithm on various network topologies

Each of the fictitious user. We treated the three objectives of severity, penalty and usability equally important and gave them equal relative weights with $\lambda_1 = \lambda_2 = \lambda_3 = 0.333$. We set the values of parameters $nA nts = 20$, $MaxIter = 100$. The settings and parameters of the algorithm can be changed easily by the user according to the actual situation. Our simulations only aim to show the feasibility and effectiveness of our algorithm. We implemented the algorithm in C++ and executed on a 1.4GHz Core i5 system with 4GB DDR-2 RAM.

In the following, we performed sets of experiments to evaluate the effectiveness of the proposed algorithm: 1) on different network topologies, 2) using different combinations of parameters, 3) when solving single objective problems 4) scalability of the algorithm. We chose not to compare the proposed algorithm with the existing software assignment methods, such as [1] [2] [3], since none of the existing algorithms apply to the multiple objective setting.
In this experiment, we compared the performance of the proposed algorithm under both single and multi-objective scenarios. We specifically created three test cases in order to perform the comparisons, with each has a single objective, i.e. survivability, feasibility and usability, respectively.

Figure 4 shows the comparison results. We observe that our algorithm reaches convergence more rapidly in the single-objective cases than in the multi-objective cases. The generated assignment solutions for single objective scenarios also perform better than that for the multiple objective situations with regard to each objective function. The results are actually reasonable for both cases, because the multi-objective problem requires much more effort in finding the approximate Pareto solutions, especially when conflicting objective functions tend to restrain each other.

E. Pareto Solutions of the Problem

For better illustration, we depict the Pareto solutions generated by our algorithm in a 3-dimensions space, as shown in Figure 5. The three dimensional plot can be served as a general portfolio containing all alternative solutions. In addition, It demonstrates the trade-offs among survivability, feasibility and usability, which allows the users to choose from, depending on different priority settings. On a more extreme level, to achieve our pre-defined objectives, we next pick three solutions from all Pareto solutions. Each selected solution contains the minimum severity, minimum penalty, and maximum usability, respectively in the gained Pareto set of solutions, as shown in Table I.

F. Scalability and Computational Overhead

Finally, we repeated our experiments on graphs of larger sizes and measured the computational overhead introduced by this algorithm. Figure 6 illustrates the scalability performance
of the algorithm on small-world graph. As can be seen from it, the computational time required for this algorithm grows exponentially with the size of the network, but it is still feasible for medium-size networks.

![Fig. 5. Pareto optimal solutions](image)

![Fig. 6. Scalability of the algorithm](image)

**VII. CONCLUSIONS**

In this work, we introduced a multi-objective optimization formulation for the software assignment problem. Three practical objectives are taken into account: 1) the maximization of network survivability by minimizing the attack severity; 2) the maximization of the system feasibility by minimizing the violation of practical constraints; 3) the maximization of the system usability. To find the approximate Pareto-optimal set of solutions in an efficient manner, we proposed an ACO-based algorithm for solving the software assignment problem with the goal of reducing the potential risk of a successfully attack while enhancing system feasibility and usability. To verify the performance of the proposed algorithm, computational experiments are conducted. The results show that this algorithm solves the multi-objective software assignment problem by providing a set of non-dominated solutions meeting different needs and preferences in practice. In the future, we intend to investigate a comprehensive evaluation framework for assessing and comparing different software assignment algorithms. **Acknowledgements:** This work is supported in part by the NSF grant CCF-1320605 and Science and Technology Planning Project of Guangdong Province, China (2014A040401027, 2012A080102007).
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