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ABSTRACT
Complex software systems are often not designed with the principle of least privilege, which requires each component be given the minimum amount of privileges to function. As a result, software vulnerabilities in less privileged code can lead to privilege escalation, defeating security and privacy. Privilege separation is the process of automatically partitioning a software system into least privileged components, and we argue that it is effective at reducing the attack surface. However, previous privilege-separation systems do not provide fine-grained separation of privileged code and non-privileged code co-existing in the same function for C/C++ applications. We propose a fine-grained partitioning technique for supporting fine-grained separation in automatic program partitioning. The technique has been applied to a set of security-sensitive networking and interactive programs. Results show that it can automatically generate executable partitions for C applications; further, partitioned programs incur acceptable runtime overheads.

CCS CONCEPTS
• Security and privacy → Software and application security.

KEYWORDS
software security, program partitioning, principle of least privilege, program analysis

ACM Reference Format:

1 INTRODUCTION
Software vulnerabilities remain a critical issue of computer security, despite decades of research on identifying, preventing, and fixing them. Although vulnerabilities often exist in non-privileged code, exploiting such vulnerabilities can allow adversaries to gain access to privileged code that co-exists with non-privileged code in the same program. For example, such vulnerabilities were discovered recently in both Linux and Windows applications [1, 3]. An effective approach to preventing such exploits from accessing privileged code is to separate non-privileged code from privileged code in a program. Privileged code should be made to reside in its own partition and be isolated from a partition that hosts non-privileged code so that the compromise of the non-privileged partition does not directly lead to the compromise of the privileged partition. The two partitions communicate via a carefully designed, controlled interface. This design follows the principle of least privilege and significantly increases the bar for adversaries to gain privilege escalation by exploiting vulnerabilities in non-privileged code.

To aid developers to partition a program, several automatic program-partitioning tools [6, 7, 14, 18] have been proposed to privilege separate C/C++ applications, from a small number of user annotations about how to identify privileged operations. For instance, Privtrans [7] requires users to annotate sensitive data and any operations that access sensitive data are treated as privileged operations. These systems demonstrate that automatic program partitioning can be practical.

However, existing tools suffer from a major drawback that prevents them from being widely adopted. Most tools partition a program at the granularity of functions. They partition the program’s code into two sets of functions, but do not split individual functions. This is mainly because programs are already structured using functions as the basic unit; when a function calls another function in a different partition, the call naturally becomes a Remote Procedure Call (RPC) after partitions are isolated. However, there are cases when a split should occur within functions. For example, a function can call both process management functions, which may have to be executed in a non-sensitive partition, and privileged functions, which must be executed in a sensitive partition. Therefore, an ideal partitioning tool should support fine-grained partitioning, which can split such individual functions.

In this paper, we describe a technique that makes progress toward addressing the aforementioned weakness. This technique has been implemented in a prototype system. Our major contributions are as follows:

- The technique supports fine-grained partitioning that partitions individual functions of programs; it addresses the challenge to separate privileged code and non-privileged code co-existing in the same function.
- We implemented the techniques in a prototype. Our evaluation on the prototype shows that our fine-grained partitioning is effective and efficient. The prototype is open-sourced at https://github.com/huang-zhen/ProgramPartitioning.

2 FINE-GRAINED PARTITIONING
Figure 1: A function adapted from openssh. It illustrates the co-existence of calls to both a privileged function sshkey_load_private_type and an NPS function read_passphrase within the function.

```c
void load_identity_file(Identity *id) {
    char *prompt = "Enter passphrase for key:");
    char *passphrase = read_passphrase(prompt, 0);
    int ret = sshkey_load_private_type(id->
        filename, passphrase);
    if (ret != 0) {
        error("load_key_failed");
    return ret;
}
```

Figure 2: A function adapted from chfn in the Linux shadow-utils package. It illustrates the co-existence of calls to privileged functions such as pw_open and pw_update, and NPS functions such as fprintf and fail_exit.

```c
void update_gecos(char *user, char *gecos)
    const struct passwd *pw;
    struct passwd newpw;

    if (pw_open(O_RDWR, cl) == 0) {
        fprintf(stderr,"cannot_open_file\n");
    fail_exit(E_NOPERM);
    }
    pw = pw_locate(user);
    if (NULL == pw) {
        fprintf(stderr,"user_does_not_exist\n"),
    fail_exit(E_NOPERM);
    }
    newpw = *pw;
    newpw.pw_gecos = gecos;
    if (pw_update(&newpw) == 0) {
        fprintf(stderr,"failed_to_prepare_the_new_
        entry'\n")
    fail_exit(E_NOPERM);
    }
    if (pw_close() == 0) {
        fprintf(stderr,"failure_while_writing_
        changes\n")
        SYSLOG("failure_while_writing_changes");
    fail_exit(E_NOPERM);
    }
```

Function-level program partitioning is sufficient for many usage scenarios as demonstrated by prior work [7, 8, 12–16, 18–20]. However, it does not support the scenarios when a function contains both calls to privileged functions that must stay in the sensitive partition and calls to non-privileged functions that must stay outside.

We refer to program partitioning at a granularity finer than functions as fine-grained program partitioning. As an initial step, we present a special form of fine-grained partitioning to address two common patterns we identified in a set of networking programs and interactive programs.

In the first pattern, a user-interactive function is called to gather information from the user and the information is then used to call a privileged function. The first pattern is illustrated in Figure 1, in which load_identity_file calls read_passphrase, a user-interactive function, and sshkey_load_private_type, a privileged function. We call this pattern non-privileged-to-privileged pattern.

In the second pattern, a privileged function is called first and the result of the call determines whether to execute of one or more non-privileged functions. As illustrated in Figure 2, update_gecos calls several privileged functions such as pw_open and pw Locate, and non-privileged functions such as fprintf and fail_exit. We call this pattern privileged-to-non-privileged pattern.

In both patterns, a function contains both calls to privileged functions and calls to non-privileged functions. We call the latter non-privileged-partition specific (NPS) functions. A function is an NPS function for reasons as follows: (1) sandboxing restrictions dictate that certain library functions must be executed outside privileged domains; e.g., an SGX sandbox cannot directly issue OS syscalls and has to transition outside of the sandbox to call many C library functions that request OS services; (2) file I/O functions such as the fprintf family of functions should stay in a non-privileged partition; (3) process management functions such as the one for process termination should stay in a non-privileged partition. One key reason why functions of categories (2) and (3) should stay in a non-privileged partition is because of our design of using OS processes as the isolation mechanism. A program is split in a way so that the main functionality including I/O stay in a non-privileged process, which issues calls to a privileged process hosting privileged functions. In this design, the non-privileged process performs I/O and process management (e.g., starting and terminating the privileged process).

To illustrate the challenge to separate privileged code and non-privileged code co-existing in the same function, Figure 1 shows the load_identity_file function that loads a private key file. It calls an NPS function read_passphrase to prompt the user to enter the passphrase for the private key file and then calls a privileged function sshkey_load_private_type to read the private key file into memory and check whether the passphrase is correct or not. Figure 2 shows the update_gecos function that updates sensitive information in the password file. It calls privileged function pw_lock to lock the password file and privileged function pw_update to update the information stored in the password file. If any failure occurs during the call to a privileged function, update_gecos calls functions fprintf and fail_exit to output an error message and terminate the program execution. We treat fprintf and fail_exit as NPS functions for reasons we discussed earlier.

To understand the coding conventions of this kind of functions, we studied the source code of networking programs including openssh and wget, and interactive programs from the Linux shadow-utils package. We find that there are two typical coding conventions
involving intertwined calls to privileged functions and NPS functions. First, a function can call I/O functions to let the user enter some information and then call privileged functions using the entered information. Second, a function can call privileged functions and then call I/O functions to display error messages and call process management functions to terminate program execution, based on the return values of the calls to the privileged functions.

There may exist other coding conventions that involve intertwined calls to privileged functions and NPS functions. For example, calls to NPS functions may not be control dependent on calls to privileged functions. For this work, we focus on the coding convention representing the non-privileged-to-privileged pattern and the privileged-to-non-privileged pattern. We call a function using the coding convention a hotspot function.

A naive solution is to put a hot spot function in the non-sensitive partition and change each of its privileged call to a remote call to the sensitive partition. For example, all calls to privileged functions such as `pw_lock` will be replaced with inter-partition calls. But this would result in multiple inter-partition calls and thus incur the runtime overhead of multiple rounds of cross-partition communication. In Section 5.2, we will show that the runtime overhead of partitioning is approximately proportional to the number of inter-partition calls.

To reduce the performance overhead, our solution splits a hotspot function into two functions: one primary function that contains the calls to privileged functions but not NPS functions and one secondary function that contains the calls to NPS functions. The primary function is executed in the privileged partition, while the secondary function is executed in the non-privileged partition. Unlike the naive solution, this solution requires only one inter-partition call from the secondary function to the primary function.

The primary function is a clone of the original function with the code change that replaces a group of consecutive calls to NPS functions with a return statement. For example, line 6 and line 7 in Figure 2 are executed when the call to privileged function `pw_open` fails; so they are replaced with a `return` statement that returns an error return value `-1`. Similarly, since line 17 and line 18 are executed when the call to `pw_update` fails, they are replaced with a `return` statement that returns an error return value `-2`.

The secondary function consists of a call to the primary function and a `switch` statement that checks the return value from the primary function and invokes calls to NPS functions corresponding to the return value. Figure 3 shows the secondary function created for the function shown in Figure 2. As we can see, the secondary function first calls the primary function. If the call returns `-1`, it indicates a failure in the call to `pw_lock` in the primary function; so the secondary function performs the work of lines 6 and 7 in Figure 2. Other cases are similar. As a result, the primary function and the secondary function work together to retain the original functionality of `update_gecos`.

The creation of the primary function and the secondary function is composed of four steps: 1) identifying hot spot functions that need to be split; 2) creating the primary function for each identified function; 3) creating the secondary function for each identified function; 4) substituting the calls to identified functions to the calls to their corresponding secondary functions.

---

### Algorithm 1 Identifying hot spots in a function

**Input:** $G$ is the set of all function calls in a function $F$; $PL$ is the list of privileged functions; $NPL$ is the list of NPS functions

**Output:** $H$ is the set of hot spots in $F$

1. $H \leftarrow \emptyset$
2. for function call $FC \in G$ do
   1. if $(\text{Callee}(FC) \in PL)$ then
     1. for statement $S \in \text{CheckCallRet}(FC)$ do
       1. for branch $B \in \text{GetBranches}(S)$ do
         1. if $(\text{IsCall}(S) \land \text{Callee}(S) \in NPL)$ then
            1. $H \leftarrow H \cup FC$

### 2.1 Identifying Hot Spot Functions

For the privileged-to-non-privileged pattern, we define a hot spot as a call to privileged function on which a sequence of one or more calls to an NPS function are control-dependent. The sequence must end with either an NPS call that would terminate the program execution or a return statement. We use Algorithm 1 to identify the privileged-to-non-privileged pattern.

In the algorithm, function `Call` returns the callee of a statement if the statement is a function call. Function `CheckCallRet` returns a set of conditional statements that checks the return value of a function call. Function `GetBranches` returns a set of branches for a conditional statement. And function `IsCall` returns true if a statement is a function call or false otherwise.

### 2.2 Creating Primary Functions

We create the primary function for each hot spot function in four steps. First, we clone the code of the hot spot function as the initial code of the primary function. Second, we modify the prototype of the function and the original return statements in the function if needed. If the return type of the function is not void, we add an additional pointer parameter as the original return value and replace...
Algorithm 2 Creating a primary function

**Input:** \( F \) is the set of all statements in a hot spot function of a program; \( H \) is the set of hot spot statements in \( F \); \( B \) is the set of all statements in a branch of an if or switch statement

**Output:** \( G \) is the set of all statements in the primary function corresponding to \( F \); \( M \) is the set of matching pairs of hot spot return values and NPS call statements

\[
G \leftarrow F \\
M \leftarrow \emptyset \\
ReturnValue \leftarrow 0 \\
\text{for statement } S \in G \text{ do} \\
\quad \text{if } (S \in H) \text{ then} \\
\quad \quad \text{for branch } B \in \text{GetBranches}(S) \text{ do} \\
\quad \quad \quad ReturnValue \leftarrow ReturnValue + 1 \\
\quad \quad \text{for NPS call } C \in B \text{ do} \\
\quad \quad \quad G \leftarrow G - C \\
\quad \quad M \leftarrow M \cup (ReturnValue, C) \\
\quad R \leftarrow \text{CreateReturnStatement(ReturnValue)} \\
\quad G \leftarrow G \cup R
\]

the original return statements as assignments to the additional pointer parameter. Then we change the return type of the function to int. Third, we label each branch of all hot spots within the code with a unique return value, i.e. a hot spot return value. Last, we remove NPS function calls on a branch of a hot spot and add a return statement at the end of the branch that returns the hot spot return value corresponding to the branch. To aid the creation of the secondary function, this step also produces a mapping from a hot spot return value to the corresponding sequence of NPS function calls.

Algorithm 2 shows how we create the primary function for a hot spot function. Function \( \text{GetBranches} \) returns a set of branches of an if or a switch statement. Function \( \text{CreateReturnStatement} \) creates a return statement that returns a specified value.

2.3 Creating Secondary Functions

In the secondary function, we create a call to the primary function, followed by a switch statement. Based on the mapping between each hot spot return value of the primary function and its corresponding NPS function calls, which is produced in the creation of the primary function, each case of the switch statement calls NPS functions based on the hot spot return value returned from the call to the primary function. If the original hot spot function has return values, we add return statements to return the value passed via the additional return value parameter of the primary function.

3 COMMUNICATION BETWEEN PARTITIONS

To work together as a single program, partitions need to communicate with one another. In our design, each partition of a partitioned program is packaged as a standalone program and loaded into a separate process. Each partition uses Remote Procedure Call (RPC) to communicate with another partition. Hence, privileged code that needs to be invoked from the insensitive partition is exposed to the insensitive partition as one or more RPC functions.

As discussed in Section 2, a primary function and a secondary function are produced for each hot spot function. The primary function is implemented as an RPC function running in the sensitive partition and the original hot spot function is replaced by the secondary function that invokes the corresponding primary function to perform privileged operations.

4 IMPLEMENTATION

We have implemented our technique in a prototype on Linux. It works on C/C++ programs and uses Talos [10] to get various information on the source code of the programs that are needed by our algorithms.

For each target program, it creates the source code of an RPC server program that represents the sensitive partition and modifies the target program to invoke functions in the RPC server program to perform privileged operations.

To allow the RPC server program to perform privileged operations, the prototype sets the setuid bit on the RPC server program.

5 EVALUATION

We evaluate the effectiveness and the performance overhead of our fine-grained program partitioning. Our evaluation is conducted on a set of networking programs and interactive programs on a workstation running 64-bit Ubuntu 16.04 with an Intel Core i7-7700 3.6GHz CPU and 16GB of RAM.

5.1 Effectiveness

**Networking programs.** ssh is an utility included in OpenSSH [4], which implements the client-side of the SSH protocol. We consider the RSA private key loaded by ssh as the sensitive data. To measure performance overhead, we used the partitioned ssh to log into an SSH server running on the same workstation.

wget is a program for downloading files from an HTTP or FTP server [2]. We treat the downloaded file as the sensitive data because malicious content may be embedded in the file. To measure performance overhead, we used the partitioned wget to download a 1KB file from an FTP server running on the same workstation.

**Interactive programs.** We also experimented on a set of interactive programs from the Linux shadow-utils package [5]. There are over 30 programs in this package. Many of them do not access security-sensitive information; for example, program “groups” just prints a user’s group information. Some of the programs are difficult to set up to run and experiment with; for example, “login” starts a login session. So we excluded those programs. The programs we included are presented in Table 1.

For interactive programs, we discuss only how chsh is privilege separated; other programs are similar. chsh is a setuid program that enables a user to change his/her login shell. Any regular Linux user can invoke it and, because of setuid, it runs with root privileges. It works by updating the user’s corresponding shell entry in /etc/passwd with the new shell supplied by the user. To privilege separate chsh, we annotated variables pw and pwent as sensitive; they hold the old and new entry in the password file, respectively. Function \( \text{update\_shell()} \) is then identified as the only privileged function. Then chsh is separated into an executable with update\_shell(), called pchsh, and an executable with the
Table 1: Partitioning results of benchmark programs.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>SLOC</th>
<th>Sensitive Data</th>
<th># of functions/privileged funcs</th>
</tr>
</thead>
<tbody>
<tr>
<td>openssh</td>
<td>99,507</td>
<td>private key file</td>
<td>975/4</td>
</tr>
<tr>
<td>wget</td>
<td>86,294</td>
<td>downloaded file</td>
<td>730/3</td>
</tr>
<tr>
<td>chfn</td>
<td>928</td>
<td>password</td>
<td>12/3</td>
</tr>
<tr>
<td>chsh</td>
<td>763</td>
<td>password</td>
<td>10/1</td>
</tr>
<tr>
<td>chage</td>
<td>1,314</td>
<td>password</td>
<td>15/3</td>
</tr>
<tr>
<td>passwd</td>
<td>1,581</td>
<td>password, shadow</td>
<td>14/5</td>
</tr>
<tr>
<td>gpasswd</td>
<td>1,524</td>
<td>group</td>
<td>21/3</td>
</tr>
<tr>
<td>useradd</td>
<td>3,092</td>
<td>password, group, shadow</td>
<td>25/5</td>
</tr>
<tr>
<td>userdel</td>
<td>2,048</td>
<td>password, group, shadow</td>
<td>12/4</td>
</tr>
<tr>
<td>pwconv</td>
<td>667</td>
<td>password, group, shadow</td>
<td>5/1</td>
</tr>
</tbody>
</table>

rest of the code, still called chsh. After separation, pchsh has the setuid bit on, while the new chsh does not. This way, only a small amount of code (i.e., those in pchsh) is run with higher privileges, reducing the attack surface of chsh.

5.2 Performance

Overhead of RPC calls. To understand the effect of fine-grained partitioning, we measured the runtime overhead of RPC calls and result is shown in Figure 4. The RPC calls are made between a client program and a server program running on the same computer so there is no networking overhead. A function in the client program makes a specific number of RPC calls to a remote function on the server. We vary the number of RPC calls made within the function and measure the execution time of the function for different number of RPC calls.

Because the execution time of an RPC call depends on not only the communication overhead but also the execution time of code of the remote function, we choose to use three types of basic functions for measurements. They include a *null function* that does not take any parameter and returns to its caller without any return value, an *integer function* that takes a single 32-bit integer parameter and returns twice the value of the parameter back to its caller, and a *string function* that takes a character string parameter and returns a constant 20-character string back to its caller.

The figure shows the relation between the number of RPC calls and the execution time for the three types of functions. For all functions, there is roughly a linear relation between the number of RPC calls and the execution time: the more RPC calls is invoked, the higher is the execution time. The null function and the integer function have approximately the same amount of execution time, while the string function has an execution time significantly longer than them. The result shows that we can reduce the runtime overhead by reducing the number of RPC calls.

Fine-grained partitioning. We compare our fine-grained partitioning with a naive partitioning described in Section 2. Instead of creating a primary function that embodies all the calls to privileged functions invoked from a single function, the naive partitioning turns each such call into a separate RPC call.

Table 2 shows the results of the comparison. Column "# Reduced RPC calls" presents the difference between the number of RPC calls occurred in the naive partitioning and the number of RPC calls occurred in our fine-grained partitioning. Column "Speedup" gives the result of dividing the program’s execution time for the naive partitioning by the execution time for the fine-grained partitioning.

As we can see, both networking programs and interactive programs can benefit from fine-grained partitioning. These programs have between one to five hotspot functions. By applying fine-grained partitioning to these hotspot functions, as high as 192 RPC calls are eliminated. As a result, the runtime performance of these programs is improved by an average of 38%. In general, the more the number of reduced RPC calls is, the higher the performance improvement we can get from fine-grained partitioning.

The execution time of these programs under typical inputs and the performance overhead of the partitioned programs compared to their unpartitioned versions are shown in Table 3. On average, there is a 5.2% of performance overhead. The shadow-util programs are short-running programs; even after partitioning, the amount of total running time is quite acceptable.

6 RELATED WORK

Many program partitioning tools have been proposed [6–9, 11–20]. Based on the extent of support they provide to programmers, they
can be roughly categorized into tools that aid program partitioning and tools that automatically partition programs.

Some tools aid programmers in partitioning programs manually. Wedge dynamically collects statistics about how memory regions are used in a program [6] to help programmers identify partitioning boundaries. Privman provides a set of library functions that can be used by programmers to ease the task of partitioning programs [11].

Automatic program partitioning splits a program into two or more partitions with minimum programmer interference. Several tools work on C/C++ programs. Using static analysis, Privtrans and PtrSplit partition a C program into a non-privileged partition and a privileged partition, which communicate via RPC [7, 13]. Unlike Privtrans and PtrSplit, ProgramCutter employs dynamic profiling information to partition programs [18]. It aims to achieve a balance between performance and security in program partitioning by using graph partitioning on a dynamic dependency graph built from the profiling information. Combining static analysis and dynamic analysis, SeCage decomposes a program into multiple partitions, each of which can have its own sensitive data [14].

For Java programs, Jif/split performs automatic partitioning based on security annotations and a user-specified trust relationship between partitions [19, 20]. Swift extends the approach used by Jif/split to web applications that involve more complex data structures and control flows [8].

There are also program partitioning tools that take advantage of the hardware supported Trusted Execution Environments [12, 16].

7 LIMITATIONS

Our fine-grained program partitioning focuses on two coding patterns involved in individual functions that have intertwined privileged code and non-privileged code: privileged-to-non-privileged and non-privileged-to-privileged. There exist other patterns. We plan to address those patterns in our future work.

The prototype is not completely automated. For a target program, the prototype can automatically produce the RPC server program, representing the sensitive partition, and makes the necessary modifications directly on the target program so that the modified target program represents the insensitive partition. But it relies on developers to create the RPC specification file needed by both the RPC server program and the modified target program. To aid the developers, it provides the developers the list of RPC functions and the parameters for each of the RPC functions.

8 CONCLUSION

Automatically privilege separating an application has been effective in improving software systems’ security, especially when those systems are written in memory-unsafe languages. In this paper, we describe fine-grained program partitioning that supports separation of intertwined privileged code and non-privileged code within functions. Our evaluation indicates that fine-grained program partitioning is effective and improves performance in partitioned programs.
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